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Speaker Introduction: Guan-Ting Lin

● First year Ph.D. student @ NTU SPML lab

● Advisor: Hung-yi Lee

● Research Interest: Self-supervised learning for speech and language

● Experience: 
○ Amazon Applied Scientist Intern

○ Best paper award (IEEE SLT)

○ Published several conference papers at speech-related field
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Speaker Introduction: Eric Lam

● Master student @ NTU SPML lab

● Advisor: Hung-yi Lee

● Research Interest: Self-supervised learning for speech and language

● Experience: 
○ Incoming Microsoft Research Intern

○ Enthusiastic open source contributor

○ Published research papers in the field of speech and language at conferences
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NLP research trend

● Intro to Generative Language Model

● Large Langauge Model 

● Mutli-modal LLM
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Transformer

Encoder

Encoder-Decoder

Decoder
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Encoder
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Encoder - Decoder
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Decoder only
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Modern NLP Model Overview



1. Language model pretraining
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Common training techniques in NLP:
- Unsupervised sequence prediction
- Data scraped from web
- No single answer on “best” model size



1. Language model pretraining: dataset
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Dataset:
- Reddit, other forums, news, books
- Optionally include human-written text from 
predefined prompts



Large LM 
training
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Dataset
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Preprocessing

remove page

html tag to text

removing 
documents with a 
high proportion of 
repeated lines, 
paragraphs, or 
𝑛-grams.

MinHash algorithm to compute 13-gram Jaccard similarities

remove 
training 
documents 
that resemble 
documents 
from our test 
datasets
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1. Language model pretraining: human generation 
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Optional step:
- Pay humans to write responses to existing prompts ($$$)
- Considered high quality initialization for RLHF



Showcase
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2. Reward model training 
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How to capture human sentiments in 
samples and curated text? What is the loss!

Goal: get a model that maps

input text → scalar reward



2. Reward model training - dataset 
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Prompts (input) dataset:
- Prompts for specific use-case 
model will be used for
- E.g. chat questions or 
prompt-based data
- Much smaller than original 
pretraining!



2. Reward model training - dataset 
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Generating data to rank:
- Often can use multiple models 
to create diverse ranking,
- Set of prompts can be from 
user data (e.g. ChatGPT)



2. Reward model training 
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2. Reward model training 
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2. Reward model training 
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Reward model:
- Also transformer based LM
- Variation in sizes used (relative to policy)
- Outputs scalar from text input
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labeling instruction

https://docs.google.com/docu

ment/d/1MJCqDNjzD04UbcnVZ

-LmeXJ04-TKEICDAepXyMCBUb

8/edit#
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https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#


Review: reinforcement learning basics
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3. Fine tuning with RL
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3. Fine tuning with RL - using a reward model
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3. Fine tuning with RL - feedback & training
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- Policy gradient updates 
policy LM directly.
- Often some parameters of 
policy are frozen.
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Anthropic
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Anthropic
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labeling instruction

https://docs.google.com/docu

ment/d/1MJCqDNjzD04UbcnVZ

-LmeXJ04-TKEICDAepXyMCBUb

8/edit#
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https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
https://docs.google.com/document/d/1MJCqDNjzD04UbcnVZ-LmeXJ04-TKEICDAepXyMCBUb8/edit#
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Multi-modality Language Model

● Allow LM input with text + X (mostly image 

now)

● Example: GPT4

How to train? training data?
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Multi-modality Language Model

● Interleaved image-text input: 
○ <s> paragraph </s> <image> Image Embedding </image> paragraph </s>

○ Continuous / discrete image embedding

Huang, Shaohan, et al. "Language is not all you need: Aligning perception with 
language models." arXiv preprint arXiv:2302.14045 (2023).
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MetaLM: Semi-Causal Language Modeling

Hao, Yaru, et al. "Language models are general-purpose 
interfaces." arXiv preprint arXiv:2206.06336 (2022).
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MetaLM: Semi-Causal Language Modeling

Hao, Yaru, et al. "Language models are general-purpose 
interfaces." arXiv preprint arXiv:2206.06336 (2022).
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Training data

● Text

● Image-Caption pairs

● Interleaved image-text 

Huang, Shaohan, et al. "Language is not all you need: Aligning perception with 
language models." arXiv preprint arXiv:2302.14045 (2023).
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Evaluation
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44
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A holistic multi-modality system

● Although multi-modal LM can perceive both image/audio and language, still can’t 

generate output in other modality
○ Use other generative foundation models

○ E.g., AudioGPT / Visual ChatGPT

Wu, Chenfei, et al. "Visual chatgpt: Talking, drawing and editing with visual 
foundation models." arXiv preprint arXiv:2303.04671 (2023).

Huang, Rongjie, et al. "AudioGPT: Understanding and Generating Speech, Music, 
Sound, and Talking Head." arXiv preprint arXiv:2304.12995 (2023).
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Research experience sharing

● Self-supervised Learning for speech and language

● Publish paper at top conference
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Spoken Language 

Text

(NLP)

Speaker

Emotion

Prosody
Non-lexical

Laugh,cry,umm
Intonation, pitch, emphasis

Happy, sad, angry, tired, …

Timbre (音色)

Stance, attitude, …
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Self-supervised Learning for speech

Model

Mask

Speech unit
3 3 7 7 7 1 9 9 2 2 …

Masked Pretraining Generative Pretraining

Lakhotia, Kushal, et al. "On generative spoken language modeling 
from raw audio." Transactions of the Association for Computational 
Linguistics 9 (2021): 1336-1354.

Hsu, Wei-Ning, et al. "Hubert: Self-supervised speech representation 
learning by masked prediction of hidden units." IEEE/ACM Transactions 
on Audio, Speech, and Language Processing 29 (2021): 3451-3460.

Mohamed, Abdelrahman, et al. "Self-supervised speech 
representation learning: A review." IEEE Journal of 
Selected Topics in Signal Processing (2022).

For a comprehensive review:
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Self-supervised Learning for speech

● SUPERB benchmark

Speech SSL model

(Upstream)

Recognition

Detection

Semantics

Speaker

Paralinguistics

Generation

Emotion Recognition

Speaker Identification

Slot Filling

Keyword Spotting

Speech Recognition

Voice Conversion

Shu wen Yang, Po-Han Chi, Yung-Sung Chuang, Cheng-I Jeff Lai, Kushal Lakhotia, Yist Y. Lin, Andy T. Liu, Jiatong Shi, Xuankai Chang, Guan-Ting Lin, TzuHsien Huang, Wei-Cheng Tseng, Ko tik Lee, Da-Rong Liu, Zili 
Huang, Shuyan Dong, Shang-Wen Li, Shinji Watanabe, Abdelrahman Mohamed, and Hung yi Lee, “SUPERB: Speech Processing Universal PERformance Benchmark,”  Interspeech 2021

Hsiang-Sheng Tsai, Heng-Jui Chang, Wen-Chin Huang, Zili Huang, Kushal Lakhotia, Shu-wen Yang, Shuyan Dong, Andy Liu, Cheng-I Lai, Jiatong Shi, et al., “SUPERB-SG: Enhanced speech processing universal
performance benchmark for semantic and generative capabilities,” ACL 2022

Generalize to diverse downstream tasks
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Open-source codebase

● More follow-up works
○ Easy to reproduce results

● More impact
○ High citation

51



Publish paper at top conference

● Experience: Speech/NLP-related conference (but applicable to others ML 

conference)

● Procedure
○ Paper submission

○ Review

○ Rebuttal

○ Acceptance notification

○ Camera ready submission

○ Paper presentation & conference attendence
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Pick a suitable conference

https://aideadlin.es/?sub=ML,CV,NLP,RO,SP,GR
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Conference paper submission process

1. Paper submitted by authors

2. Reviewer (2~4) write comments 

3. Author rebuttal

4. Meta-reviewer write review based on review and rebuttal

5. Area chairs make acceptance decision

6. Paper revision for camera-ready paper
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Rebuttal

● General Summary for reviewer’s comments

● Response to each reviewer

● Tips: 
○ Use 1-2 sentences to objectively summarize positive and negative feedbacks

○ List reviewers’ questions, clarify the misunderstanding

○ Present details experimental results if needed
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Conference attendence

● Present your work 
○ Oral: presentation slide with QA session

○ Poster: Be careful to the poster format, size; Cloth Poser (recommended)

● Social network
○ Meet famous researchers in person

○ Make friends with other junior researchers

● Job opportunities
○ Company vendors

○ Job fair 

56



Resources and suggestions

● Twitter
○ Follow famous researchers in your field

■ They will share the latest research result by tweets
○ Paper tweeter

■ Recommend new papers
● Youtube

○ Hung-yi Lee!

○ Yannic Kilcher

○ The ai epiphany

○ …
● Github repo

○ Awesome-...
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Q & A
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